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Abstract
The goal for the peer review of manuscripts is usually to select the “best” from the work submitted. In the investigation of the predictive validity of the peer review process, the question of whether this goal will actually be achieved arises, that is, whether indeed the “best” manuscripts are published. This review of the studies published on the predictive validity of peer review describes the state of empirical research on this topic. All studies confirmed that the editorial decisions (acceptance or rejection) for the various journals appear to reflect a rather high degree of predictive validity, if citation counts are employed as validity criteria. The studies confirm that peer review represents a quality filter and works as an instrument for the self-regulation of science.
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1. Introduction
The goal for peer review of manuscripts is usually to select the “best” from the work submitted [1]. In the investigation of the predictive validity of the peer review process, the question of whether this goal will actually be achieved arises, that is, whether indeed the “best” manuscripts are published. The validity of judgments in peer review is often questioned. For example, the former editor of the journal Lancet, Sir Theodore Fox [2], writes on the validity of editorial decisions: “When I divide the week’s contributions into two piles—one that we are going to publish and the other that we are going to return—I wonder whether it would make any real difference to the journal or its readers if I exchanged one pile for another” (p. 8). The selection function is considered to be a difficult research topic to investigate. According to Jayasinghe, Marsh, and Bond [3] and Figueredo [4], there exists no mathematical formula or uniform definition of what makes a manuscript “worthy of publication.”

2. Research on the Predictive Validity of Journal Peer Review
One first step in testing the predictive validity of a peer review process comes from investigating the fate of rejected manuscripts: “A rejection usually does not kill a paper...a rejected paper usually finds life at another journal” ([5], p. 177). Already in the 1980s, Abelson [6] reported that almost all of the manuscripts rejected by the journal Science were published later in other journals. For manuscripts rejected by the journal Angewandte Chemie International Edition (AC-IE) in the year 1984, Daniel [7] determined a percentage of 71%; for manuscripts rejected by this journal at the beginning of the year 2000, Bornmann and Daniel [8,9] found that 95% were published later elsewhere. (Interestingly, the follow-up study could determine that no alterations or only minor alterations were made to approximately three-quarters of the rejected manuscripts for publication elsewhere.) Other studies on the fate of manuscripts rejected by a journal report percentages ranging from 28% to 85% [10]. Taken altogether, these studies demonstrate that in the peer review process of one and the same manuscript submitted various times, reviewers and editors arrive at different judgments: Manuscripts that are rejected by a journal (through a peer review process) are then accepted by another journal (through a peer review process). This finding indicates that manuscript review is not only based on generally valid quality criteria that a scientific work can fulfill (acceptance) or not fulfill (rejection); the review (or the outcome of the review) also seems to be dependent upon the local conditions under which the peer review process at the individual journals takes place.

Following recommendations, such as those of Harnad [11], that “peer review [has] to be evaluated objectively (i.e. via metrics)” (p. 103), the second step in the research on the predictive validity of journal peer review consists of gauging the quality of journals that accepted previously
rejected manuscripts. According to Jennings [12], “there is a hierarchy of journals. At the apex of the (power law-shaped?) pyramid stand the most prestigious multidisciplinary journals; below them is a middle tier of good discipline-specific journals with varying degrees of selectivity and specialization; and propping up the base lies a large and heterogeneous collection of journals whose purviews are narrow, regional or merely unselective.” In her literature review covering research on journal peer review, Weller [10] cites five studies [13-17] which have ranked the quality of rejecting and later accepting journals mostly by means of the Journal Impact Factors (JIF, provided by Thomson Reuters, Philadelphia, PA, in the Journal Citation Reports, JCR). The JIF is the average number of times papers from the journal published in the past 2 years (e.g. 2005 and 2006) have been cited in the JCR year (e.g., 2007) [18,19].

Six further studies, which are not included in the literature review by Weller [10], have been published by Bornmann and Daniel [8,9], Daniel [7], Lock [20], McDonald, Cloft, and Kallmes [21], Opthof, Fursten, van Geer, and Coronel [22], and Ray, Berkwits, and Davidoff [23]. In the total of 11 studies, between 0% [7] and 70% [17] of the rejected manuscripts in a higher quality journal could be researched. The results of these studies show accordingly “that authors do not necessarily move from ‘leading’ journals to less prestigious journals after a rejection” ([10], p. 68). Authors seem to select a journal for a rejected manuscript based on the quality of the rejecting journal and the availability of additional high(er)-impact journals: The higher the quality ranking of the rejecting journal, the lower the chance that a rejected manuscript will appear in another journal ranked as higher quality.

A third and most important step for the investigation of the predictive validity of peer review consists of comparing the impact of papers accepted or rejected (but published elsewhere) in journal peer review. As the number of citations of a publication reflects its international impact [24] and because of lack of other operationalizable indicators, it is a common approach in peer review research to evaluate the success of the process on the basis of citation counts. Citation counts are attractive raw data for the evaluation of research output: They are “unobtrusive measures that do not require the cooperation of a respondent and do not themselves contaminate the response (i.e., they are non-reactive)” ([25], p. 84). Although citations have been a controversial measure of both quality and scientific progress [26], they are still accepted as a measure of scientific impact, and thus as a partial aspect of scientific quality [27].

Scientific judgments on manuscripts are said to show predictive validity in peer review research, if the citation counts of manuscripts accepted for publication and manuscripts rejected by a journal but then published elsewhere differ statistically significantly. Up until now only a few studies have conducted analyses which examine citation counts from individual papers as the basis for assessing predictive validity in peer review. Research in this area is extremely labor intensive, since a validity test requires information and citation counts regarding the fate of rejected manuscripts [28]. The editor of the Journal of Clinical Investigation [29] has undertaken his own investigation into the question of predictive validity. Daniel [7] and Bornmann and Daniel [8,9] investigated the peer review process of AC-IE, and Opthof et al. [22] did the same for Cardiovascular Research. McDonald, Cloft, and Kallmes [30] examined the predictive validity of the editorial decisions for the American Journal of Neuroradiology. All five studies confirmed that the editorial decisions (acceptance or rejection) for the various journals appear to reflect a rather high degree of predictive validity, if citation counts are employed as validity criteria. The studies confirm that peer review represents a quality filter and works as an instrument for the self-regulation of science.

3. Conclusions

Against the studies, which have investigated the predictive validity of selection decisions in peer review on the basis of bibliometric data, a few critical points have been articulated. As shown, five studies on journal peer review have found a high degree of predictive validity through the comparison of mean citation rates for accepted manuscripts and rejected manuscripts published elsewhere. Cicchetti [31] has raised an argument against this form of validity test, pointing out that papers accepted by journals (that studies have investigated, e.g., AC-IE) may have been cited on average more frequently than those published elsewhere simply because they appeared in journals with a high JIF. Higher citation rates are not necessarily the result of a paper’s superior scientific quality (which is reflected in its acceptance for publication); instead, they may just show the higher impact or higher visibility of a journal. According to the results of Seglen [32], however, the citation counts of articles do not seem to be detectably influenced by the status of the journals in which they are published. Against the criticism of Cicchetti [31], this form of validity test for journal peer review decisions should thus enable valid results.

The results of most studies on the predictive validity of journal peer review base on statistical methods, which strictly speaking should not be applied to bibliometric data. For example, citation impact differences between accepted manuscripts and manuscripts that were rejected but published elsewhere were determined on the basis of arithmetic means. As a rule, the distribution of citation counts for a larger number of publications is skewed to the right according to a power law [33]. In the face
of non-normal distributed citation data, the arithmetic mean value is not appropriate as it can give a distorted picture of the kind of distribution and “it is a rather crude statistic” [33], p. 2.

Comparisons drawn between groups of papers as to research performance are according to Bornmann, Mutz, Neuhaus, et al. [34] valid only if (1) the scientific impact of the groups are looked at by using box plots, Lorenz curves, and Gini coefficients to represent distribution characteristics of data (in other words, going beyond the usual arithmetic mean value), (2) different reference standards are used to assess the impact of the groups and the appropriateness of the reference standards undergoes critical examination, and (3) the comparative analysis of the citation counts for publications takes into consideration that in statistical analysis, citations are a function of many influential factors besides scientific quality. Among others, the influential factors include number of co-authors, location of the authors, the prestige, lan guage, and availability of the publishing journal, and the size of the citation window [26]. By including these factors in the statistical analysis, it becomes possible to establish the adjusted covariation between selection decisions and citation counts.

A general weakness of the research on the predictive validity of peer review is above all the lack of studies [10]. Further comprehensive research is still lacking.
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